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At mesoscale, ocean-driven atmospheric variability. 
Via air-sea heat flux

QuikSCAT wind and NOAA OI SST (AVHRR, 2000-2009) 
10 degree zonal filtering: Seo (2017), Gentemann et al. (2020); Small et al. (2008)

Satellite daily correlation 
bet’n SST and wind speed

A positive wind-SST correlation indicates where the ocean influences the atmosphere. 
The O→A influence is via turbulent heat flux response.

Yet, no satellite-based heat flux estimates exist.

ERA5 correlation 
bet’n SST and latent heat flux

ERA5 (1991-2020), 1000 km zonal filtering
Seo, O’Neill et al. (2023)
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The growth rate of the extratropical cyclones 
scales with low-level baroclinicity

Seo et al. (2023)

Hoskins and Valdes (1990); Nakamura and Shimpo (2004)

Atmospheric baroclinicity maintained by SST fronts

track, proposed by Kuwano-Yoshida (2014), which can
be defined as follows:
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where psfc is the surface pressure, t is the time, and u is
the latitude. In the present study, the 24-h center dif-
ference of the surface pressure, which is referred to as
LDR24, is computed as follows:
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using 6-hourly surface pressure data. Monthly storm-
track activity is estimated using the monthly means of
the positive LDR24 (LDR24P0) for all cyclones and
LDR24$ 1 hPah21 (LDR24P1) for explosive cyclones.
As shown in Kuwano-Yoshida (2014), the threshold of

LDR24P1 is equivalent to explosive cyclones defined by
the normalized deepening rate based on the cyclone
center SLP proposed by Sanders and Gyakum (1980).
The LDR24P0 and LDR24P1 are defined as follows:
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where n is the number of time steps in the month, and
m is a threshold (0 or 1 hPah21). Note that LDR24P0 is
the sum of LDR24P1 and the sum of LDR24 between
0 and 1hPah21 divided by n.
One of the advantages of the LDR is that the factors

influencing it can be diagnosed using the pressure ten-
dency equation introduced by Fink et al. (2012):
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FIG. 1. Climatological SSTs in January for (a) CNTL and (b) SMTHK and (c) the difference between CNTL
and SMTHK (K). (d) The difference in the horizontal SST gradient between CNTL and SMTHK
[K (100 km)21].
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1993; Booth et al. 2012). Interannual SST variability has 
been shown to account for most of the precipitation vari-
ability in the Gulf Stream region (Hand et al. 2014) and 
the Gulf Stream also anchors a strong time mean precipita-
tion band along its southern flank (e.g. Minobe et al. 2008, 
2010; Kuwano-Yoshida et al. 2010a). Here we investigate 
the influence of the Gulf Stream SST front on wintertime 
European blocking and show that the Gulf Stream also has 
a significant influence on timescales on the order of a week 
or more, significantly influencing the subseasonal variabil-
ity of European winters.

In this paper we analyse a reanalysis dataset, along with 
a pair of AGCM simulations (both with and without real-
istic Gulf Stream SST boundary conditions) to examine 
the influence of the Gulf Stream on European blocking. 
The data, model simulations and methods are described in 
more detail in Sect. 2. In Sect. 3 we use an objective binary 
index of midlatitude blocking to assess the influence of the 
Gulf Stream SST distribution on blocking frequency over 
Europe. The SST profile is found to significantly influence 
both the blocking frequency and the occurrence of asso-
ciated cold spells. Using a composite approach, we then 
examine the role of the Gulf Stream during the evolution 
(with particular focus on the development phase) of Euro-
pean blocking in Sect. 4. The Gulf Stream SST is found 
to play an important role in the unique quasi-stationary 
nature of European blocking generation. Further discus-
sion of our results and some concluding remarks follow in 
Sect. 5.

2  Model simulations, data and methodology

2.1  Model simulations and data

In this study we analyse the results of two contrasting 
20-year AGCM simulations that were performed using the 
“AGCM for Earth Simulator (version 3)” (AFES) model 
developed and run at the Japan Agency for Marine-Earth 
Science and Technology (Ohfuchi et al. 2004; Enomoto 
et al. 2008; Kuwano-Yoshida et al. 2010b). The model 
setup is similar to that used by Minobe et al. (2008) and 
Kuwano-Yoshida et al. (2010a), who analysed a 5-year 
intergration of the previous version of the AFES model. 
The version of the AGCM used in this study has previously 
been used to analyse explosively deepening extratropi-
cal cyclones in ensemble forecasts (Kuwano-Yoshida and 
Enomoto 2013; Kuwano-Yoshida 2014). The model has a 
horizontal resolution of T239 (~50 km) and 48 sigma levels 
in the vertical. The model employs the Emanuel convec-
tion scheme (e.g. Emanuel and Živkovic-Rothman 1999). 
We analyse the AFES output on a 0.5° horizontal grid at 
6-hourly interval.

For the lower boundary condition the NOAA Opti-
mally Interpolated (AVHRR-only) 0.25° Daily SST (Reyn-
olds et al. 2007) is used from September 1981 to August 
2001. The control simulation was performed using the 
SST boundary condition as provided in the dataset (here-
after referred to as CONTROL); the second simulation 
used the SST data smoothed over the Gulf Stream region 
by applying a 1–2–1 running mean filter in both the zonal 
and meridional directions 200 times on the 0.25° grid in 
the region 85°–30°W, 25°–50°N (hereafter referred to 
as SMOOTH). The climatologies of the CONTROL and 
SMOOTH SST profiles, for the boreal winter period used 
in this study (over the months of December, January and 
February), are shown in Fig. 1. The 20-year simulations 

Fig. 1  Wintertime (i.e. DJF) climatologies of the SST boundary con-
dition used to in the a CONTROL and b SMOOTH simulations. The 
difference, CONTROL minus SMOOTH, is shown in (c)
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where n is the number of time steps in the month, and
m is a threshold (0 or 1 hPah21). Note that LDR24P0 is
the sum of LDR24P1 and the sum of LDR24 between
0 and 1hPah21 divided by n.
One of the advantages of the LDR is that the factors
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Not so simple: extratropical atmospheric dynamics are highly nonlinear

Seo et al. (2017)

northward GS SSTA (POS)

Southward GS SSTA (NEG)  Symmetric response: direct and local 
response to diabatic forcing

 
Asymmetric response: nonlinear eddy-mean 

flow interactions in the upper levels

→ Climate impacts of the GS variability 
remains difficult due to the fundamental 

stochastic character (Czaja et al. 2019; “the 
Quantum Cafe”).

Precipitation
Symmetric (linear) response

= ½ × ( POS - NEG)
Asymmetric (nonlinear) response
= ½ × [(POS - CLIM) + (NEG - CLIM)]

Seo et al. 
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revealing the 
oceans’ impact on
weather & climate

WHAT
Butterfly is the first  satellite mission to  simultaneously measure sea surface 
temperature, wind, & near-surface air temperature & humidity in order to estimate 
air–sea turbulent heat and moisture fluxes at a spatial resolution and accuracy 
sufficient to resolve the impact of small-scale ocean features on large-scale weather 
and climate.

The Butterfly concept
https://nasa-butterfly.github.io/

this masking technique. In reality, how-
ever, atmospheric fronts themselves
have a certain extension, and so in col-
lecting individually masked frontal grid
points into fronts, additional criteria
must be defined. Unfortunately, as dis-
cussed in the introduction, there is no
widely accepted definition of what con-
stitutes a front. For example, Schemm
et al. [2015] require a minimum exten-
sion of 500 km, whereas Berry et al.
[2011a] require there to be at least three
contiguous grid points. In section 4, a
climatology of atmospheric fronts is pro-
duced where two or more neighboring
grid points must be masked in order to
be considered a front, as used in
Smirnov et al. [2015].

Frontal grid points for the F diagnostic
are separated into “cold” and “warm”
via calculation of the local geostrophic
thermal advection vp .∇(Tp), where vp is
the horizontal wind vector on the pres-
sure surface p. The sign of this quantity
is positive (negative) for cold (warm)
fronts. As used in Berry et al. [2011a], a
minimum frontal speed vp of 1.5 m s!1

is also required for the cold and warm
classifications. For the T diagnostic, the
classification is instead determined as
in Jenkner et al. [2010], via the term
vp: ∇TFP

∣ ∇TFP∣ :

3. A Case Study of an
Extratropical Cyclone

Figure 1a illustrates the masked frontal
grid points at 900 hPa associated with
the passing of an extratropical cyclone

across the North Atlantic at 0000 UTC on 8 February 1982, as detected by the F diagnostic. The total precipi-
tation in mm d!1 is plotted in color, with the instantaneous horizontal wind vectors included as grey arrows.
The frontal grid points themselves are objectively plotted here as bounded by contours of F= 1, with cold and
warm frontal boundaries coloured as blue and red, respectively. Figure 1b illustrates the identification of the
same storm, but with the T diagnostic. For this figure, the air temperature at 900 hPa is plotted in color, with
frontal grid points masked in blue or red depending on their cold or warm classifications, respectively. It is
noted that for both diagnostics used in this case study, any frontal grid points with vp< 1.5 m s!1 are omitted.

In relation to the air temperature gradient, the band of maximum precipitation, and the instantaneous
horizontal wind vectors, both the F and T diagnostics identify the main cold and warm frontal regions of
the extratropical cyclone where one would expect from a manual analysis and there is an excellent degree
of agreement between the two. This high level of correspondence in cold and warm frontal regions identified
by both diagnostics was also present in multiple case studies performed in the preparation of this manuscript
(not shown, although for reference, an additional case study identifying an extratropical cyclone at 0000 UTC

Figure 1. The identification of frontal grid points at 900 hPa in the vici-
nity of a North Atlantic extratropical cyclone at 0000 UTC on 8 February
1982, as detected by the (a) F diagnostic and (b) T diagnostic. In Figure 1a,
the total precipitation rate is plotted in color in mm d!1, while in
Figure 1b the air temperature at 900 hPa is shown in color in K. In both,
the instantaneous horizontal wind vectors are included as grey arrows.
For the T diagnostic, grid points identified as frontal aremasked in blue or
red depending on whether they are classified as “cold” or “warm” frontal,
respectively. For the F diagnostic, the grid points identified as frontal are
instead plotted as contours of F = 1, shaded in blue or red again
depending on classification.
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D. SCIENCE INVESTIGATION
The open science Butterfly mission reveals whether small-scale 
air–sea fluxes have an outsized effect on large-scale weather and 
climate. 

American mathematician and meteorologist Edward Lorenz 
once pondered “Does the flap of a butterfly’s wings in Brazil set off a 
tornado in Texas?” (1). The Butterfly mission is about small changes 
having large impacts. Small-scale ocean features can affect large-
scale weather and climate. Small changes in the way we do science 
can amplify opportunities for unanticipated discoveries.  
D.1 SCIENTIFIC BACKGROUND, GOALS, AND OBJECTIVES
Butterfly helps us prepare for and mitigate extreme weather 
events and climate change by improving our understanding and 
prediction of how the ocean affects weather and climate. 

The ocean, the largest reservoir of heat and water on Earth, 
exchanges heat and moisture with the atmosphere through turbulent 
fluxes at the air–sea interface (Fig. D-1). These fluxes impact 
atmospheric and oceanic variability, thereby modifying weather and 
climate, including precipitation patterns, terrestrial water availability, 
floods and droughts, and extreme events such as terrestrial and 
marine heatwaves. Accurate global 25-km flux measurements are 
needed to improve our knowledge of air–sea interaction processes 
and how they impact weather and climate model predictions (2-4).  

Butterfly’s single-satellite mission is designed to deliver estimates 
of global air–sea turbulent heat and moisture fluxes (hereafter air–
sea fluxes) at the 25-km spatial resolution and 15% net uncertainty 
needed to transform our understanding of the contribution of air–
sea fluxes to weather and climate. It carries a single passive 
microwave instrument, placed into a polar orbit with a swath width 
>640 km. 91% global coverage is achieved in 2 days.
D.1.1  BUTTERFLY BACKGROUND

The turbulent heat flux at the air–sea interface consists of sensible
and latent heat fluxes. Sensible heat flux is the heat released or gained 
by the ocean, based on the air–sea temperature difference. Latent 

heat (moisture) flux is the heat released by the ocean when seawater 
evaporates, which is associated with relative humidity. Ocean-surface 
winds affect both fluxes. The stronger the wind, the larger the fluxes, 
given the same air–sea temperature and humidity difference. Some of 
the largest fluxes occur over Western Boundary Currents (WBCs) 
(e.g., Gulf Stream, Kuroshio) when dry, cold continental air is carried 
over these large warm currents by mid-latitude westerlies (7). The 
high wind speeds and large air–sea temperature and humidity 
differences result in large sensible and latent heat fluxes. However, 
not only are the magnitudes of these fluxes important, but their 
spatial gradients are as well (8, 9). This is true even in regions outside 
the WBCs: Small-scale (~25 km) sea surface temperature (SST) 
variations associated with ocean fronts and eddies are ubiquitous in 
the world ocean (see Fig. D-2 and (10)). Butterfly combines 
simultaneous ocean and atmosphere measurements to provide the 
first estimates of high-resolution air–sea fluxes from space. Recent 

Figure D-1. Butterfly measures <25 km heat and moisture exchanges 
between the ocean and atmosphere that impact global weather and 
climate. The ocean supplies heat and moisture to the atmosphere and 
absorbs >90% of the energy trapped by global warming (5). 86% of 
global evaporation occurs over the ocean, constituting the single largest 
flux in Earth’s water cycle (6).  

WHY 
The ocean supplies the atmosphere with heat and moisture, dominating 
the global water and energy cycles while fueling weather and climate 
variability. Butterfly measures this air–sea exchange at spatial scales never 
before observed to unlock how the small-scale ocean “drives” the large-
scale atmosphere, transforming predictability from mere days to weeks.

HOW
Butterfly’s passive microwave instrument is specially designed to 
measure air-sea turbulent heat and moisture flux at <25-km 
resolution. 

Parfitt & Seo 2018

https://nasa-butterfly.github.io/


Winds and currents: The ODYSEA concept
odysea.ucsd.edu

Odysea will advance the understanding of air-sea 
momentum flux and ocean currents at fine spatial scales.Surface current is reversely manifested in the wind stress

AVISO current and ERA-interim relative wind stress 
(1993-2015 JJAS)

Daily correlation of wind stress curl w/ surface vorticity

Can it alone help better understand the surface current impacts on the atmosphere?



Thermal and mechanical coupling inherently intertwined at mesoscale

Seo et al. (2007a,b)

Warm TIW SSTA accelerates wind via upward 
surface heat flux.

The resulting wind anomaly is in the opposite 
direction to TIW currents.

→ Negative wind work via current-wind coupling is enhanced by SST-wind coupling

Tropical Instability Waves wind (stress)current

erly background atmospheric flows. This is a result of
changes in stratification of the lower atmospheric
boundary layer according to the underlying SST!,
which in turn leads to the atmospheric adjustment of
vertical turbulent mixing of momentum (Wallace et al.
1989; Hayes et al. 1989).

Apparent in Fig. 4 is that !! is generally in the oppo-
site direction of u!, particularly for the meridional com-
ponents in Fig. 4a. Figure 5 shows a simple schematic
representation of such a relationship. Cold, newly up-
welled waters from the equator are pushed northward
by TIWs while they drive warm water from the north
equatorward (Fig. 3a). The anomalous meridional cur-
rents are slowed down by perturbations in meridional
surface winds, which are generated in response to the
TIW–SST. This feedback results in a significant nega-
tive correlation north of the equator where TIWs are
most energetic (Fig. 6a). The significant positive corre-
lation south of the equator can be understood similarly.

The relationship between the zonal TIW perturba-
tion currents and wind stresses is more complicated be-
cause of asymmetric responses in the southern and
northern part of the TIW–SST. In the northern flank of

the eddy (Figs. 4b and 5b), the above explanation is
true, where zonal wind stress and zonal surface current
generally oppose each other. This is because warm SST
increases the easterly background winds where TIWs
generate eastward currents (Fig. 3a). Near the equator,
however, a significant positive correlation indicates that
winds and currents are aligned together zonally. This
results when the warm water pushed by TIWs from the
north turns westward at the equator to close the anti-
cyclonic ocean eddy over which easterly winds are ac-
celerated (Figs. 3a and 4b). Figure 6b shows bands of
positive correlation near the equator and negative cor-
relation north of the equator. We now discuss how
these correlation patterns translate into the EKE bud-
get of the TIWs.

Here we use a similar technique as used by MPB and
JMB, based on the EKE budget. The difference is that
in their equation the eddy component is defined as a
deviation from the time-mean flow, whereas here it is
defined as a deviation from the 10° longitude zonal
running mean averages. In the Pacific Ocean, a longer
cutoff wavelength could be used in bandpass filtering,
while this is not desirable in the tropical Atlantic Ocean

FIG. 4. Three-day-averaged (centered on 22 Oct 2000) and high-pass-filtered model SST (color shaded)
overlaid with high-pass-filtered model surface current (green vectors), and model wind stress (black vectors)
in the (a) meridional and (b) zonal components.
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erly background atmospheric flows. This is a result of
changes in stratification of the lower atmospheric
boundary layer according to the underlying SST!,
which in turn leads to the atmospheric adjustment of
vertical turbulent mixing of momentum (Wallace et al.
1989; Hayes et al. 1989).

Apparent in Fig. 4 is that !! is generally in the oppo-
site direction of u!, particularly for the meridional com-
ponents in Fig. 4a. Figure 5 shows a simple schematic
representation of such a relationship. Cold, newly up-
welled waters from the equator are pushed northward
by TIWs while they drive warm water from the north
equatorward (Fig. 3a). The anomalous meridional cur-
rents are slowed down by perturbations in meridional
surface winds, which are generated in response to the
TIW–SST. This feedback results in a significant nega-
tive correlation north of the equator where TIWs are
most energetic (Fig. 6a). The significant positive corre-
lation south of the equator can be understood similarly.

The relationship between the zonal TIW perturba-
tion currents and wind stresses is more complicated be-
cause of asymmetric responses in the southern and
northern part of the TIW–SST. In the northern flank of

the eddy (Figs. 4b and 5b), the above explanation is
true, where zonal wind stress and zonal surface current
generally oppose each other. This is because warm SST
increases the easterly background winds where TIWs
generate eastward currents (Fig. 3a). Near the equator,
however, a significant positive correlation indicates that
winds and currents are aligned together zonally. This
results when the warm water pushed by TIWs from the
north turns westward at the equator to close the anti-
cyclonic ocean eddy over which easterly winds are ac-
celerated (Figs. 3a and 4b). Figure 6b shows bands of
positive correlation near the equator and negative cor-
relation north of the equator. We now discuss how
these correlation patterns translate into the EKE bud-
get of the TIWs.

Here we use a similar technique as used by MPB and
JMB, based on the EKE budget. The difference is that
in their equation the eddy component is defined as a
deviation from the time-mean flow, whereas here it is
defined as a deviation from the 10° longitude zonal
running mean averages. In the Pacific Ocean, a longer
cutoff wavelength could be used in bandpass filtering,
while this is not desirable in the tropical Atlantic Ocean

FIG. 4. Three-day-averaged (centered on 22 Oct 2000) and high-pass-filtered model SST (color shaded)
overlaid with high-pass-filtered model surface current (green vectors), and model wind stress (black vectors)
in the (a) meridional and (b) zonal components.
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Ocean currents affect both the momentum and turbulent heat flux

Ajin Cho et al. (in prep)

Δ! due to current

Current feedback on 
wind stress

Current feedback 
on heat flux

QLH = ρa Le CE Δq (W − U)

! = ρa CD (W − U)2

ΔQLH due to current

ΔUlowest due to current

Tlowest due to current

current

wind



(10-5m3/s3) (10-5m3/s3) (m/s)

Understanding the impacts of ocean current on wind

Seo et al. (in prep)

High-resolution SCOAR regional coupled model simulations: RW vs. AW

In low wind regime over strong GS current, the increase in 
near-surface wind speed is due to upward momentum transfer.

(W/m2)

Less turbulent heat flux 
into the atmosphere

High wind or convective regime, the wind response becomes 
chaotic (~hrs), where the spatial variability of high flux response 

is likely be important.

P = ! • Ug

ΔP due to ocean 
currents (RW-AW)

ΔW15m due to ocean 
currents (RW-AW)

Snapshots @ 12 hours after the initialization

Wind work ΔTHF due to ocean 
currents (RW-AW)

Upward momentum 
transfer



Agulhas Current

westerly wind

Seo et al. 
(2021)

storm track (v’T’ 850hPa)

RW: relative wind
τ = ρa CD (Ua− Uo)2

"a, QNET, 
QFW

SST, 
Usfc

WRF

ROMS

AW: absolute wind
τ = ρa CD (Ua)2

"a, QNET, 
QFW

SST

WRF

ROMS

vs

RW effect damps the eddy 
energy and mean currents

Big question: 
Can the relative wind effect influence the storm track in the 

western boundary current regions?

The storm storm are influenced by 
their thermal interaction with oceans



Ocean circulation changes  
relevant to atmospheric baroclinicity

SST warming and strengthening of the SST front 
→ enhance baroclinic wave activity

Southward shifted subtropical front
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• Increased baroclinicity over the AC 
retroflection region. 

• The downstream response is NOT 
significant.

• Nearly equal contribution from 
temperature gradient and static 
stability

Seo et al. (2021)
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Assessing storm track impacts

The magnitudes here are all normalized 
by the values at Day-2. 

RW Z500 Day-2 RW-AW Z500 Day-2

Day 0 Day 0

Day +1 Day +1

Day +3 Day +3

Composite evolution of 2-8 day bandpass filtered Z500 when 
the 2-8 day THF over the retroflection exceeds < -1 std.

82 (87) events in RW (AW) for 5 years

Enhanced baroclinic wave amplitude by 10-25%

-1std

Seo et al. (2021)



• These two satellites together will likely stimulate a new pulse in research on surface momentum and heat fluxes at 
fine spatial scales

• Further understanding of the multi-scale nature of the ocean current impacts in the climate system requires 
dedicated and process-oriented high-resolution coupled model simulations.

Thermal and mechanical coupling inherently intertwined at small-scales

Butterfly 
Accurate turbulent heat 
flux estimates require 

surface currents. 

Odysea 
Accurate momentum 
flux estimates require 

turbulent heat flux 
(and waves!)
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D. SCIENCE INVESTIGATION
The open science Butterfly mission reveals whether small-scale 
air–sea fluxes have an outsized effect on large-scale weather and 
climate. 

American mathematician and meteorologist Edward Lorenz 
once pondered “Does the flap of a butterfly’s wings in Brazil set off a 
tornado in Texas?” (1). The Butterfly mission is about small changes 
having large impacts. Small-scale ocean features can affect large-
scale weather and climate. Small changes in the way we do science 
can amplify opportunities for unanticipated discoveries.  
D.1 SCIENTIFIC BACKGROUND, GOALS, AND OBJECTIVES
Butterfly helps us prepare for and mitigate extreme weather 
events and climate change by improving our understanding and 
prediction of how the ocean affects weather and climate. 

The ocean, the largest reservoir of heat and water on Earth, 
exchanges heat and moisture with the atmosphere through turbulent 
fluxes at the air–sea interface (Fig. D-1). These fluxes impact 
atmospheric and oceanic variability, thereby modifying weather and 
climate, including precipitation patterns, terrestrial water availability, 
floods and droughts, and extreme events such as terrestrial and 
marine heatwaves. Accurate global 25-km flux measurements are 
needed to improve our knowledge of air–sea interaction processes 
and how they impact weather and climate model predictions (2-4).  

Butterfly’s single-satellite mission is designed to deliver estimates 
of global air–sea turbulent heat and moisture fluxes (hereafter air–
sea fluxes) at the 25-km spatial resolution and 15% net uncertainty 
needed to transform our understanding of the contribution of air–
sea fluxes to weather and climate. It carries a single passive 
microwave instrument, placed into a polar orbit with a swath width 
>640 km. 91% global coverage is achieved in 2 days.
D.1.1  BUTTERFLY BACKGROUND

The turbulent heat flux at the air–sea interface consists of sensible
and latent heat fluxes. Sensible heat flux is the heat released or gained 
by the ocean, based on the air–sea temperature difference. Latent 

heat (moisture) flux is the heat released by the ocean when seawater 
evaporates, which is associated with relative humidity. Ocean-surface 
winds affect both fluxes. The stronger the wind, the larger the fluxes, 
given the same air–sea temperature and humidity difference. Some of 
the largest fluxes occur over Western Boundary Currents (WBCs) 
(e.g., Gulf Stream, Kuroshio) when dry, cold continental air is carried 
over these large warm currents by mid-latitude westerlies (7). The 
high wind speeds and large air–sea temperature and humidity 
differences result in large sensible and latent heat fluxes. However, 
not only are the magnitudes of these fluxes important, but their 
spatial gradients are as well (8, 9). This is true even in regions outside 
the WBCs: Small-scale (~25 km) sea surface temperature (SST) 
variations associated with ocean fronts and eddies are ubiquitous in 
the world ocean (see Fig. D-2 and (10)). Butterfly combines 
simultaneous ocean and atmosphere measurements to provide the 
first estimates of high-resolution air–sea fluxes from space. Recent 

Figure D-1. Butterfly measures <25 km heat and moisture exchanges 
between the ocean and atmosphere that impact global weather and 
climate. The ocean supplies heat and moisture to the atmosphere and 
absorbs >90% of the energy trapped by global warming (5). 86% of 
global evaporation occurs over the ocean, constituting the single largest 
flux in Earth’s water cycle (6).  

Two highly complementary and synergistic satellite mission concepts 
will help understand this coupling better.



Thanks!
hseo@whoi.edu

mailto:hseo@whoi.edu

