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A B S T R A C T   

The upper ocean stratification and circulation in the Bay of Bengal (BoB) plays a key role in the northward propagating monsoon intraseasonal oscillation during the 
months of June–August. This region is highly influenced by strong, seasonal atmospheric forcing and the oceanic circulation is characterized by dominant mesoscale 
variability and strong horizontal gradients in salinity and temperature during the monsoon period. Given the role of the ocean in the monsoon circulation, it is 
important to investigate accurate ocean state estimates and forecasts of the BoB ocean circulation in preparation for coupled ocean-atmosphere modeling and 
predictions. Hence, we use a mesoscale-permitting regional implementation of Massachusetts Institute of Technology general circulation model (MITgcm) and its 
adjoint-based four-dimensional variational (4DVAR) system to assimilate satellite-derived Sea Surface Height (SSH) and Sea Surface Temperature (SST) data in the 
BoB for a period of one month (June 1 – 30, 2017). It is shown that the MITgcm-BoB 4DVAR assimilation system is able to significantly improve the model con-
sistency with the assimilated observations in the BoB region, reducing the model-data misfit by 50% and provided a dynamically-consistent BoB ocean circulation for 
the one-month hindcast period. We performed forecasting experiments using the state estimate to initialize two forecasts for a period of 30-days (July 1 – 30, 2017) 
from the end of the hindcast period. These forecasts used either atmosphere reanalysis and ocean analysis forcings or monthly climatology of atmosphere reanalysis 
and ocean analysis forcings. They therefore do not represent a “true” regional ocean forecast, forced using actual atmosphere and ocean forecasts, but bound the 
performance between climatological and nearly perfect forecasts. The model forecast is a cross-validation against future observations and showed that the initial 
conditions from the state estimate improves the prediction of the three-dimensional circulation in the BoB. The model hindcast and forecasts were also cross- 
validated against independent Argo temperature and salinity observations in the BoB. Additional state estimation and forecast experiments for other periods 
showed similar model performance with improved hindcasts and forecasts for the BoB region.   

1. Introduction 

Intraseasonal variability (ISV) is a dominant mode of variability in 
the tropical ocean-atmosphere system and has timescales between the 
chaotic weather systems and the long-term interannual and decadal 
climate modes of variability. The ISV influences many temporal and 
spatial phenomena that include the diurnal cycle of tropical convection 
(Tian et al., 2006; Oh et al., 2013; Seo et al., 2014), tropical cyclone 
activity (Bessafi and Wheeler, 2006; Kim et al., 2008), synoptic distur-
bances over the monsoon trough (Goswami et al., 2003; Neena and 
Goswami, 2010), Asian and Australian monsoons (Sikka and Gadgil, 
1980; Hendon and Liebmann, 1990; Webster et al., 1998), and the El 
Nino Southern Oscillation (ENSO) (Lau and Chan, 1988; Takayabu et al., 
1999; Roundy, 2008). 

While the Madden-Julian Oscillation (MJO) is more active during 

boreal winter (Madden, 1986), the Monsoon Intra-Seasonal Oscillation 
(MISO) is most active during boreal summer. The MISO manifests as a 
quasi-oscillatory mode embedded within the seasonal variability of the 
Asian summer monsoon (Webster et al., 1998). The MISO is seen as a 
strong northward propagating band of convection and precipitation 
over the Indian Ocean region and critically influences the weather and 
ocean state over the entire Bay of Bengal (BoB) region during the season. 

Recent field campaigns in the BoB region as part of the Air-Sea In-
teractions in the Northern Indian Ocean (ASIRI) international research 
effort (2013 – 2017) have collected a unique set of observations to 
discern coupled atmosphere-ocean dynamics in the region (Wijesekera 
et al., 2016). ASIRI combined mature and new observational platforms 
to study the BoB region from submesoscale to regional scale dynamics 
and thermodynamics (Lucas et al., 2014). These analyses showed rich 
frontal features, submesoscale variability, shallow mixed-layer 
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dynamics with weak mixing and other dynamic features of the region, 
all of which were less known previously. 

The Northern Indian Ocean is different from all other oceans of the 
world primarily due to its seasonally reversing monsoon system and its 
impact on billions of lives in one of the most densely populated regions 
in the world. The Indian Ocean is bound in the north at about 25o N by 
land. Hence the currents in the Indian Ocean cannot transport and 
discharge heat from the equatorial region to higher latitudes unlike the 
Gulf stream in the Atlantic Ocean or the Kuroshio Current in the Pacific 
Ocean. The unique feature of the North Indian Ocean is its two basin- 
split into the Arabian Sea and BoB which is a recipe for its unique 
oceanographic features. These and many other unique features of the 
Indian Ocean have made it a region of considerable interest to ocean-
ographers and atmospheric scientists alike. 

Analyzing and predicting the Indian Ocean state can play an 
important role in improving the coupled ocean-atmosphere forecasts for 
the region. The availability of good quality synoptic datasets provided 
by satellites and also the increasing availability of in situ measurements 
from profiling floats deployed in the oceans provides an opportunity to 
meld observations with numerical ocean models to obtain an accurate 
estimate of the ocean circulation. This has prompted the oceanographic 
modeling community to adopt data assimilation (DA) in ocean models. 
Ocean observations are now commonly used to constrain numerical 
model solutions for ocean state estimates as well as forecasts. Efficient 
combination of numerical models and observations using the framework 
of DA is now recognized as the most effective way to forecast the state of 
the ocean (Ghil and Malanotte-Rizzoli, 1991; Wunsch, 1996; Edwards 
et al., 2015). Ocean models still have many deficiencies in reproducing 
the ocean state accurately due to erroneous atmospheric forcings, 
sub-grid scale parameterizations, and inaccurate initial and open-ocean 
boundary conditions. The theoretical framework of DA for oceanic 
problems is now well established and two separate methodologies are 
usually followed; the deterministic variational approach and the statis-
tical filtering approach (Edwards et al., 2015). A detailed review of the 
developments and recent advances of variational and sequential 
methods with a focus on regional ocean assimilation systems is provided 

in Edwards et al. (2015). 
There is an increasing number of operational ocean analysis and 

forecasting systems worldwide, both regional and global. A compre-
hensive list of ocean analysis and forecasting systems is provided by the 
Global Ocean Data Assimilation Experiment (GODAE) OceanView 
(https://www.godae-oceanview.org/science/ocean-forecasting-syste 
ms/). Few of these systems are running in real-time operational/near- 
real-time mode. These systems use a variety of Ocean General Circula-
tion Models (OGCMs) including Ocean Forecasting Australia Model 
(OFAM), Hybrid Coordinate Ocean Model (HYCOM), Massachusetts 
Institute of Technology general circulation model (MITgcm), Regional 
Ocean Model System (ROMS), Nucleus for European Modelling of the 
Ocean (NEMO), Meteorological Research Institute Community Ocean 
Model (MRI.COM), and Modular Ocean Model (MOM), and assimilate 
satellite and in situ ocean observations using both variational (three- 
dimensional, four-dimensional: 3DVAR, 4DVAR), and sequential (Kal-
man filter, smoother) methods. A detailed description of model, assim-
ilated observations, and assimilation methods with their respective 
references are provided in the GODAE OceanView website. Although 
one can use these ocean analyses for regional/global ocean studies, the 
focus of this work is on improving regional-ocean predictability for high- 
resolution coupled ocean-atmosphere forecasts in the BoB and Indian 
Ocean. 

We present a regional implementation of the MITgcm and its adjoint- 
based 4DVAR ocean assimilation system for the BoB. The MITgcm-BoB 
4DVAR system is tested by assimilating satellite-derived Sea Surface 
Height (SSH) and Sea Surface Temperature (SST) observations for a 
period of one month (June 1 – 30, 2017) during the monsoon season. 
This time range is chosen to effectively utilize the data from the Office of 
Naval Research (ONR)’s ongoing MISO-BoB Departmental Research 
Initiative (DRI) observational campaigns. As a first step, this work de-
scribes the MITgcm-BoB model and the assimilation system using sat-
ellite SSH and SST from the global observing system and evaluates the 
model hindcast and forecast performance. This time period is during the 
southwest monsoon in the region (June–September), when the “cold 
dome” southeast of Sri Lanka, known as the Sri Lanka dome (SLD; 
Vinayachandran and Yamagata, 1998) often develops. The state esti-
mate is cross-validated by forecasting the ocean state in the region for 
the following month (July 1 – 30, 2017), verifying the forecasts against 
the independent future observations in the region. We present results on 
the improved state estimates as well as forecasts. Additional state esti-
mation experiments are also performed for other periods and their re-
sults are presented. 

The MITgcm-BoB 4DVAR state estimation experiments are designed 
to explore both how long the model evolution can remain consistent 
with a variety of observations, and for how long it can skillfully predict 
the future ocean state. A longer ocean predictability lead time is desir-
able for coupled ocean-atmosphere modeling and its application to 
climate systems. The MITgcm-BoB 4DVAR state estimation experiments 
use HYCOM 1/12o global daily analysis (http://hycom.org/data 
server/glb-analysis. hycom.org/dataserver/glb-analysis) (Chassignet 
et al., 2007) as the initial conditions and open-ocean boundary condi-
tions for the “first-guess” (called the reference solution: REF). The 
HYCOM global analysis uses Navy Coupled Ocean Data Assimilation 
(NCODA) (Cummings, 2005). The MITgcm-BoB 4DVAR system changes 
this starting solution to reduce the differences between the model and 
the assimilated observations by adjusting the uncertain model controls 
using iterative optimization to obtain a regional ocean state estimate for 
ocean analysis, initializing ocean forecasts, and for coupled 
ocean-atmosphere modeling and prediction studies. 

We present the MITgcm-BoB ocean model in Section 2, along with 
Subsection 2.1 where we discuss the solutions from a non-assimilated 
model integration. We then describe the assimilation methodology in 
Section 3, and state estimation experiments in Subsection 3.3 and 
forecast experiments in Subsection 3.4. The evaluation of the state es-
timate and forecast against observations is presented in Section 4, with 

Fig. 1. Mean Sea Surface Temperature for the hindcast-forecast (June 1 – July 
30, 2017) period. Superposed satellite tracks for J2 (black), C2 (white) and Sa 
(gray) satellites are shown. Argo profile locations are also marked by magenta 
filled circles. 
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results from the hindcast verification in Subsection 4.1 and forecast 
verification in Subsection 4.2. Finally, we summarize the results and 
conclude in Section 5. 

2. Ocean model and domain description 

The MITgcm - Bay of Bengal (MITgcm-BoB) model is a regional 
implementation of the MITgcm (Marshall et al., 1997). The MITgcm 
solves the Navier-Stokes equations on a sphere under the Boussinesq 
approximation. The equations are written in z - coordinates and dis-
cretized using the third-order direct space time advection scheme in a 
staggered Arakawa C-grid. The MITgcm is equipped with automatic 
generation of its adjoint model using the Transformation of Algorithms 
in Fortran (TAF) (Giering and Kaminski, 1998; Heimbach et al., 2002). 
The model has been applied to numerous state estimation and sensitivity 
studies at global as well as regional scales (e.g. Stammer et al., 2002; 
Fukumori et al., 2004; Menemenlis et al., 2005; Hoteit et al., 2009, 
2010, and 2013; K€ohl et al., 2007; Mazloff et al., 2010; Gopalakrishnan 
et al., 2013a, b, and 2019; Verdy et al., 2017). 

The MITgcm-BoB domain extends from 4o S to 22o N and from 78o E 
to 99o E (Fig. 1). The maximum bottom depth is at 6000 m and the 
bathymetry is derived from the 2-min gridded global topography 
(ETOPOV2, https://www.ngdc.noaa.gov/mgg/global/etopo2.html). 
The model is integrated on a 1/12o � 1/12o spherical grid, with 50 
vertical z -levels. The vertical z -level spacing is 2.5 m at the surface, and 
the spacing gradually increases to a maximum of 300 m near the bottom. 
The sub-grid scale mixing is parameterized by K-profile parameteriza-
tion (KPP; Large et al., 1994) and the mixing parameter values used in 
this setup are provided in Table 1. The model is operated in hydrostatic 
mode with an implicit free surface. 

The lateral open-ocean boundaries are set at 4o S, 78o E, and 99o E. 
Temperature, salinity and the horizontal velocities (zonal and meridi-
onal) from the HYCOM/NCODA 1/12o global daily analysis were 
sampled every 7 days and are spatially interpolated to model grid and 
specified along the open-ocean boundaries. The HYCOM/NCODA hori-
zontal velocities were prescribed at the grid points just outside the open- 
ocean boundary and the model solution is relaxed to these values within 
a “sponge” zone of 1o thickness, over time scales varying linearly from 1 
day at the boundary to 5 days at the inner-edge of the zone. The 
HYCOM/NCODA normal velocity fields have been further adjusted by 
computing weighted-area transport across the open-ocean boundaries to 
exactly balance the net volume flux into the domain. 

The atmospheric forcings were obtained from the Japanese 55-year 
reanalysis (JRA-55 reanalysis, https://jra.kishou.go.jp/JRA-55/index_e 
n.html). The atmospheric forcing fields include air temperature, 

specific humidity, zonal and meridional wind speed at 10 m from the 
ground, total precipitation, and short and long wave radiative fluxes. 
The model uses a bulk formulation (Large and Pond, 1981) for the 
computation of the atmospheric fluxes including the latent and sensible 
heat flux from the prescribed atmospheric forcing fields and simulated 
SST fields. The JRA-55 reanalysis forcing fields were sampled every 3 h 
on a global grid of 0.5o � 0.5o. Annual climatology of continental runoff 
(Fekete et al., 2002) were also used in this model. The MITgcm-BoB 
model is initialized using the HYCOM/NCODA 1/12o global daily 
analysis on January 1, 2009 and integrated over a 9-year period from 
2009 to 2017 using the above model forcings. 

2.1. Free model solution 

The free (non-assimilated) model solution is archived as 6-day 
averaged fields and is compared with Archiving Validation and Inter-
pretation of Satellite Oceanographic (AVISO) gridded Sea Surface 
Height (SSH) and Optimally Interpolated - Sea Surface Temperature (OI- 
SST). The HYCOM/NCODA 1/12o global analysis SSH and SST are also 
compared with AVISO-SSH and OI-SST, respectively, as an additional 
benchmark. The AVISO-SSH, OI-SST, and HYCOM/NCODA SSH and SST 
daily fields are sub-sampled as 6-day averaged fields prior to compari-
son. The daily gridded SSH fields from AVISO analysis are obtained from 
the Ssalto/Duacs altimeter product on a 1/4o longitude � 1/4o latitude 
grid, produced and distributed by the Copernicus Marine and Environ-
ment Monitoring Service (CMEMS) (http://marine.copernicus.eu/). The 
OI-SST data are obtained from the daily optimally interpolated product 
derived from the Tropical Rainfall Measuring Mission’s (TRMM) Mi-
crowave Imager (TMI) and the Advanced Microwave Scanning Radi-
ometer for the Earth Observing System (AMSR-E) instruments produced 
by Remote Sensing Systems Inc. (http://www.remss.com/) on a 1/4o 

longitude � 1/4o latitude grid. 
The MITgcm-BoB SSH shows a close comparison with AVISO for both 

the mean and the standard deviation (Fig. 2). The positive values in the 
north and northeastern bay and negative values in the south and 
southwestern bay of MITgcm-BoB mean SSH shows a good comparison 
with AVISO than HYCOM/NCODA SSH. Both MITgcm-BoB and 
HYCOM/NCODA show a negative mean SSH representing a cyclonic 
circulation southeast (at 7o N and 84o E) of Sri Lanka marking the SLD, 
but this is not clearly seen in AVISO mapped SSH, likely due to its 
coarser 1/4o resolution. Another cyclonic circulation is found in 
MITgcm-BoB in the northern bay (18� 19o N and 86 – 87o E) with an 
anticyclonic circulation south of it, both of which are again seen in 
HYCOM/NCODA SSH field, and are somewhat muted in the AVISO SSH 
fields. This northern cyclonic/anticyclonic feature corresponds to 
maximum SSH variability as shown by all SSH fields, and the variability 
spreads offshore and extends southward along the east coast of India to 
the southern tip of Sri Lanka. This southeastward advection is likely due 
to the seasonal, monsoon reversal of the coastal currents. The HYCOM/ 
NCODA SSH field shows anticyclonic features east of the Andaman and 
Nicobar island chain with some variability, which is absent in the 
MITgcm-BoB and AVISO SSH fields. These differences near the island 
chain are hypothesized to depend on the model topography, and on how 
each model resolves the island group. 

Both the MITgcm-BoB and HYCOM/NCODA SST means (Fig. 3) show 
cooler temperatures in the northern bay similar to OI-SST, while the 
latter shows more pronounced cooling than other SST fields and the 
cooling also extend southward towards the center of the bay. The 
northern bay also corresponds to stronger SST variability, as shown by 
all fields, mainly due to extreme precipitation and river-runoff. The 
MITgcm-BoB SST also shows cooler temperatures around Sri Lanka, 
which is seen in HYCOM/NCODA SST, but not clearly shown by OI-SST 
probably due to its coarser resolution of 1/4o longitude � 1/4o latitude. 
The HYCOM/NCODA SST time mean shows an intense cooling along the 
western and northern coasts, and along the eastern shelf-slope, which is 
absent in both MITgcm-BoB and OI-SST fields. This intense coastal 

Table 1 
MITgcm-BoB model description.  

Description Value/Source 

Longitude 78o E – 99o E 
Latitude 4o S – 22o N 
Topography Two-minute gridded global topography (ETOPO- 

2), with maximum depth of 6000 m. 
Horizontal grid 1/12o � 1/12o (~ 9 km) spherical grid. 
Vertical grid 50 vertical z- levels, with level spacing gradually 

increasing with depth from 2.5 m at the surface to 
a maximum of 300 m near the bottom. 

Sub-grid scale parameterization K-profile parameterization (KPP; Large et al., 
1994). 

Vertical diffusivity and viscosity 2 � 10� 5 m2 s� 1 (fwd), 5 � (2 � 10� 5 m2 s� 1) 
(adj) 

Horizontal diffusivity and 
viscosity (second order) 

1 � 102 m2 s� 1 (fwd), 5 � (1 � 102 m2 s� 1) (adj) 

Horizontal diffusivity and 
viscosity (fourth order) 

1 � 1010 m4 s� 1 (fwd), 5 � (1 � 1010 m4 s� 1) (adj) 

* (fwd): forward model simulation. 
* (adj): adjoint model simulation. 
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cooling also corresponds to high SST variability in HYCOM/NCODA. 
The MITgcm-BoB SST shows warmer temperatures west of Indonesia 
than other SST fields. This region is close to the southern and eastern 
boundaries of the model, where open-ocean boundary condition errors 
may contribute to this mismatch. 

Overall, the MITgcm-BoB free model solution qualitatively 

reproduces the large scale SSH and SST features as observed by AVISO 
and OI-SST, and by HYCOM/NCODA 1/12o global daily analysis. This 
builds confidence in the model set-up and forcings and justifies its 
application for the ocean state estimation and prediction experiments 
discussed in the following sections. 
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Fig. 2. Sea Surface Height mean (left panels) and standard deviation (right panels) for MITgcm-BoB (top panels), HYCOM/NCODA (middle panels), and AVISO 
(bottom panels). The SSH values are in m. The mean and standard deviation for the SSH fields are computed over the period of nine years (2009 – 2017), sampled as 
6-day averaged fields. 
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3. Ocean state estimation 

The state estimation methodology used in this study is a regional 
implementation of the MITgcm- Estimating the Circulation and Climate 

of the Ocean (ECCO) 4DVAR system (Stammer et al., 2002; Wunsch and 
Heimbach, 2013; Forget et al., 2015). The state estimation is a mini-
mization problem of a “cost function”, which is defined as a weighted 
sum of quadratic norms of both model-data misfit and changes to the 
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Fig. 3. Sea Surface Temperature mean (left panels) and standard deviation (right panels) for MITgcm-BoB (top panels), HYCOM/NCODA (middle panels), and OI-SST 
(bottom panels). The SST values are in oC. The mean and standard deviation for the SST fields are computed over the period of nine years (2009 – 2017), sampled as 
6-day averaged fields. 
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control variables between the initial time and the final time of the 
assimilation period. The cost function is minimized subject to the 
nonlinear model equations by adjusting the control variables (Le Dimet 
and Talagrand, 1986; Wunsch, 1996). Here we use a “strong-constraint 
4DVAR” state estimation, where we assume the ocean model to be 
perfect with no controls for errors in the model physics. 

The gradient of the cost function, obtained by integrating the adjoint 
of the tangent linear model backward in time (Le Dimet and Talagrand, 
1986), determines the descent directions toward the minimum cost 
function. The MITgcm-BoB 4DVAR system uses iterative optimization to 
reduce the cost function toward the minimum via a variable-storage 
Quasi-Newton M1QN3 algorithm (Gilbert and Lemarechal, 1989). 

The following subsections briefly describe the observational con-
straints and uncertainties, and control variables and background un-
certainty covariances used in this MITgcm-BoB 4DVAR system. A more 
detailed description with formulations of the state estimation procedure 
and iterative optimization, including cost function for controls and ob-
servations, similar to those used in this study can be found in Gopa-
lakrishnan et al. (2013b). 

3.1. Observations and uncertainties 

SSH: SSH anomalies are obtained from the Radar Altimeter Database 

System (RADS (Scharroo et al., 2013), http://rads.tudelft.nl/rads/ind 
ex.shtml). The along-track observations are obtained from three satel-
lites: Jason-2 (J2), Cryosat-2 (C2), and SARAL/AltiKa (Sa) with respect 
to the time-mean dynamic ocean topography (MDT), calculated from the 
difference between the Danish National Space Center Mean Sea Surface 
2008 (DNSCMSS08) and Earth Gravity Model 2008 (EGM08): 
DNSCMSS08-EGM08 (Andersen and Knudsen, 2009; Pavlis et al., 2012). 
These are computed over each day and spatially bin-averaged onto the 
model grid. Since the current configuration of the MITgcm-BoB did not 
include tidal or atmospheric pressure forcing, tidal corrections and 
inverted barometer correction are applied to the along-track SSH ob-
servations. The SSH data undergoes rigorous quality control prior to 
assimilation. The MDT constraint used in this setup comes from the 
MDT-CNES-CLS13, which is an estimate of the ocean MDT for the 1993 – 
2012 period, produced by CLS and distributed by AVISO, with support 
from CNES (https://www.aviso.altimetry.fr/). 

The model SSH time mean and anomalies are separately fit to the 
observed SSH time mean and anomalies using different uncertainties in 
the cost functions, isolating the generally larger uncertainties associated 
with the time-independent geoid from the generally smaller un-
certainties in the anomalies. A spatially-constant SSH uncertainty of 5 
cm is assigned for the SSH anomalies from satellite J2 which has a 
repeating orbit. The uncertainty for satellites C2 and Sa with non-
repeating orbits are increased to 10 cm to account for the additional 
error caused by spatial binning of SSH observations taken at different 
locations into the same model grid cell. The MDT constraint is assigned 
with a spatially-constant uncertainty of 10 cm for all satellites to account 
for errors in the geoid estimate (Mazloff et al., 2014). 

SST: The SST data are obtained from the OI-SST (Subsection 2.1). The 
daily gridded SST data are spatially interpolated onto the model grid 
prior to assimilation for computational convenience. The SST uncer-
tainty is set at five times the standard deviation (over time) of the 
modeled SST (Subsection 2.1). The uncertainties range from 3 �C near 
the southern boundary to 8 �C near the northern boundary. This rela-
tively high SST observational uncertainty is used to account for two 
factors: 1) the redundancy of observations due to spatial interpolation of 
coarsely gridded (1/4o) OI-SST to finer model grid (1/12o) cells, where 
the number of SST observations are duplicated to 3 � 3 “independent 
SST observations” per SST grid point, and 2) the model representational 
errors, especially near the surface, from sources including expected error 
in the atmospheric forcing fields that determine the mixed-layer depth, 
coarse time resolution of atmospheric forcings, and expected errors in 
the model mixing parameterizations, all of which affect the model 
mixed-layer physics. These representational errors are assumed to be 
high near the coast, especially in the shallow waters, and the extreme 
values of SST uncertainty are assigned only to those regions so that they 
would not affect the assimilation. 

In addition to the above observations which are used in the state 
estimates, daily gridded SSH fields from AVISO analysis (Subsection 
2.1), and temperature and salinity observations from Argo profiles are 
also used for evaluating the model hindcasts and forecasts. Argo 
profiling floats (http://www.argo.ucsd.edu) are obtained from the US- 
GODAE GDAC web site (https://www.usgodae.org//argo/argo.html), 
which are adjusted real-time profile data (“A” files). Although AVISO 
SSH analysis is not a perfect representation of the true ocean SSH, it is a 
widely accepted benchmark for global ocean SSH analysis. 

The time mean of the OI-SST data for the hindcast-forecast period 
June 1 - July 30, 2017 is shown in Fig. 1 along with the superposed 
satellite ground tracks from three satellites: J2, C2 and Sa for the same 
period. Locations of Argo profiles for the same period are also marked. In 
order to ensure the quality of SSH and SST data and to account for ex-
pected model representational error, observations near the coast (at 
water depth < 500 m) are not used for assimilation. 

Table 2 
Cost descent for June 1–30, 2017 assimilation experiment.   

Iteration 
1 

Iteration 
5 

Iteration 
9 

Total cost 27262 15765 13705 

Observations SSH (21162) 229 185 169 
MDT (20028) 7368 5521 4559 
SST (1451460) 19666 8761 6480 

Controls T0 (2403819) 0 715 1447 
S0 (2403819) 0 66 175 
Zonal wind (376764) 0 273 362  
Meridional wind 
(376764) 

0 135 246  

Specific humidity 
(376764) 

0 44 100  

Short-wave down 
(376764) 

0 50 115 

* The number of data/control points are provided in the parenthesis. 
* The cost contribution of the controls for the first iteration are zero by 
definition. 

Table 3 
Model hindcast and forecast abbreviations.    

IC OBCS AF 

Hindcast SE Adjusted IC Adjusted OBCS Adjusted AF 
REF HYCOM/ 

NCODA 
HYCOM/NCODA JRA-55 

PER Adjusted IC   
Forecast F–SE SE end state HYCOM/NCODA JRA-55 

F–REF REF end 
state 

HYCOM/NCODA JRA-55 

F–HY HYCOM/ 
NCODA 

HYCOM/NCODA JRA-55 

F–PER SE end state    
F–SE–C SE end state HYCOM/NCODA 

monthly climatology 
JRA-55 monthly 
climatology  

F–REF–C REF end 
state 

HYCOM/NCODA 
monthly climatology 

JRA-55 monthly 
climatology  

F–HY–C HYCOM/ 
NCODA 

HYCOM/NCODA 
monthly climatology 

JRA-55 monthly 
climatology 

* IC: Initial conditions, OBCS: Open-ocean boundary conditions, AF: Atmo-
spheric forcings. 
* SE: State estimate, REF: Reference solution (first-guess). 
* PER: Persistence solution (no time evolution, keeping initial state constant). 
* All hindcasts and forecasts used annual climatology of continental runoff. 
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3.2. Controls and uncertainties 

The iterative optimization adjusts the model controls including 
initial conditions for temperature and salinity, open-ocean boundary 
conditions for temperature, salinity, and horizontal velocities, and at-
mospheric forcing fields, to bring the model solution into consistency 
with observational constraints. 

In order to ensure smoothness of the control adjustment fields, the 
MITgcm-BoB 4DVAR system enforces 2D and 3D smoothness of control 
variables following Forget (2010) and Forget et al. (2015). The spatial 
correlation scale for the smoothed controls are assumed to be 50 km in 
the zonal and meridional direction, and use a small smoothing scale of 
10 m in the vertical direction, so that each z-level was treated as inde-
pendent. The smoothness operator suppresses the short-scale adjust-
ments that might be generated by point measurements and maintains a 
smooth starting field for the model integration. 

The background uncertainty covariances for the model initial tem-
perature and salinity controls are computed from the standard deviation 
(over time) of the model variability (Subsection 2.1). These background 

error covariances are first multiplied by 
ffiffiffiffiffiffiffiffi
dzmin

dz

q

(dzmin is minimum depth 
level thickness and dz is vertical z -level thickness) to compensate for the 

large raw sensitivities at deep depth levels with large z-level thickness. 
The background error convariances are further scaled to account for the 
diagonality assumption of the error covariance, and for the 2D and 3D 
smoothing scales, by a factor of about 10 for the surface levels (50 km 
horizontal smoothing scale corresponds to about 5 grid points of 1/12o 

longitude � 1/12o latitude model grid, and 10 m vertical smoothing 
scale in the surface consists of four depth levels, together corresponds to 
a factor of 10), and by a factor of about 5 for the depth levels below. This 
scaling of the background error covariances is required to allow suffi-
cient adjustments to initial condition controls for fitting the observa-
tions. Sensitivity experiments changing this scaling factor by a factor of 
2 did not have much effect on the solutions, and the adjustments to 
initial condition controls are similar to those in the reported state esti-
mates (not shown). 

The uncertainties for the temperature and salinity open-ocean 
boundary controls are set to be the same as for the initial temperature 
and salinity controls. The uncertainties for the horizontal velocity con-
trols at the open-ocean boundaries are set using velocity normal modes, 
with an root-mean-square (rms) value of 3 � 10� 4 m s� 1 for the baro-
tropic mode and �7 � 10� 3 m s� 1 for the total of the rest of the modes 
with maximum energies in the first three baroclinic modes. 

Fig. 4. Hindcast: Sea Surface Height snap shots for the day-1 (top panels), day-15 (middle panels), and day-30 (bottom panels) of the hindcast period for REF (first 
column), SE (second column), AVISO (third column) and HYCOM/NCODA (last column). The SSH values are in m. 
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The uncertainties for the atmospheric forcing controls are set to be 
the standard deviation of National Centers for Environmental Predic-
tion/National Center for Atmospheric Research Reanalysis-1 (NCEP/ 
NCAR-R1) (Kalnay et al., 1996) fluxes and winds computed over seven 
years (2004 – 2010), without removing the seasonal cycle. 

The prior estimates of uncertainties for observations and controls all 
include model representational errors, especially near the surface, such 
as errors due to horizontal and vertical resolution, aliased atmospheric 
forcing, and model mixed-layer physics. 

3.3. State estimation experiment 

The satellite-derived along-track SSH, separated into temporal mean 
and anomalies, and gridded SST data are assimilated using the MITgcm- 
BoB 4DVAR system over an assimilation window of one-month: June 1 – 
30, 2017. The state estimation fits the observations by making adjust-
ments to the control variables and produces an optimized solution using 
iterative minimization. 

The first-guess (reference solution, called as REF from here on) is a 
simulation initialized using assimilated HYCOM/NCODA 1/12o global 
daily analysis and are forced using JRA-55 reanalysis surface fluxes and 
winds, HYCOM/NCODA open-ocean boundary conditions, and 

climatological run-off fluxes. The atmospheric forcings and open-ocean 
boundary conditions are linearly interpolated to each time-step of the 
model simulation. These initial conditions, open-ocean boundary con-
ditions, and atmospheric forcings for the REF are the “background” 
meaning first-guess for the state estimation. The model control variables 
for atmospheric forcing and open-ocean boundary conditions in the state 
estimation are applied smoothly over 7-day periods. The cost contri-
bution of the controls for the first iteration (background) are zero by 
definition, and the adjustments to the first-guess controls are penalized 
in the cost function. 

The MITgcm-BoB 4DVAR adjoint model simulation uses increased 
horizontal and vertical diffusivity and viscosity terms (both second- 
order and fourth-order terms are increased by a factor of 5 compared 
to the REF simulation, refer to Table 1), with the KPP mixing parame-
terization turned off. This is implemented to filter out any growing 
nonlinear sensitivities at small scales and to extend the duration of 
system linearity, following Hoteit et al. (2005), K€ohl et al. (2007) and 
Gopalakrishnan et al. (2013b). Using this approach, the large-scale 
sensitivities are little changed, but increases the damping of 
small-scale sensitivity structures, including those driven by flow in-
stabilities, resulting in a smoother sensitivity field. This method allows 
the model to fit observations over longer assimilation periods, and has 

Fig. 5. Hindcast: Sea Surface Temperature snap shots for the day-1 (top panels), day-15 (middle panels), and day-30 (bottom panels) of the hindcast period for REF 
(first column), SE (second column), OI-SST (third column) and HYCOM/NCODA (last column). The SST values are in oC. 

G. Gopalakrishnan et al.                                                                                                                                                                                                                      



Deep-Sea Research Part II 172 (2020) 104721

9

been successfully tested in other regional state estimations (Hoteit et al., 
2010; Gopalakrishnan et al., 2019; Zaba et al., 2018). 

The iterative optimization took 9 iterations for the total cost function 
to decrease and converge to a plateau with relatively small slope be-
tween the last two total cost functions. The total cost function is reduced 
by 50% after 9 iterations, and the individual observation costs decreased 
at roughly the same rate as the total cost function. The cost contribution 
from adjustments to the model controls, is dominated by the initial 
temperature and salinity control costs, and atmospheric wind control 
costs, which are much larger than other atmospheric forcing and open- 
ocean boundary control costs for this one-month short-term state esti-
mation. The total cost function and the cost contribution from individual 
observations and dominant model controls for the first, middle, and the 
last iterations are summarized in Table 2. The optimized solution or 
“state estimate” (SE) is a dynamically-consistent free model solution 
over the assimilation period forced using adjusted model controls. 

3.4. Forecast experiment 

The optimized solutions are cross-validated by forecasting the ocean 
state for another 30 days (July 1 – 30, 2017) from the end of the 
assimilation period. The optimized solution (SE) at the end of the 
assimilation period is used as initial condition for the model forecasts 

(F–SE and F–SE–C). The F–SE uses JRA-55 atmosphere reanalysis and 
HYCOM/NCODA ocean analysis forcings, and F–SE–C uses monthly 
climatology of JRA-55 atmosphere reanalysis and HYCOM/NCODA 
ocean analysis forcings. These two forecasts with different atmospheric 
forcings and open-ocean boundary conditions try to separate the ocean 
predictability from optimized initial conditions from that due to atmo-
spheric and open-ocean boundary forcings in the BoB. It should be noted 
that these forecasts are not “true” regional ocean forecasts forced using 
actual atmosphere and ocean forecasts. F–SE–C gives the performance of 
a climatological forecast, while F–SE represents a nearly perfect fore-
cast. Additional forecasts include: 1) persistence forecast (F–PER): 
assuming no time evolution of the F–SE solution (keeping the F–SE 
initial state fixed over the forecast period), 2) reference forecast 
(F–REF): forecast initialized from the REF solution at the end of the 
assimilation period, and 3) HYCOM/NCODA forecast (F–HY): forecast 
initialized from assimilated HYCOM/NCODA 1/12o global daily analysis 
for the start date of the forecast using MITgcm-BoB, are also compared 
with F–SE forecast. The F–REF and F–HY forecasts also uses either (1) 
JRA-55 atmosphere reanalysis and HYCOM/NCODA ocean analysis 
forcings, or (2) monthly climatology of JRA-55 atmosphere reanalysis 
and HYCOM/NCODA ocean analysis forcings (called “F–REF–C” and 
“F–HY–C”, respectively). All forecast experiments use climatological 
run-off fluxes and are simulated using the same viscosity and diffusivity 

7102/03/607102/10/60
Time

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

R
M

S
D

 (
m

)

SSH RMSD : AVISO

 ( a )

SE REF PER HYCOM C-AVISO

7102/03/607102/10/60
Time

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

R
M

S
D

 (
o
 C

)

SST RMSD : OI-SST

 ( b )

SE REF PER HYCOM

0 1 2

T ( o C ) 

-500

-400

-300

-200

-100

0

D
ep

th
 (

m
)

 ( c )

SE
REF

0 0.2 0.4
S ( psu ) 

-500

-400

-300

-200

-100

0

D
ep

th
 (

m
)

 ( d )

Fig. 6. Hindcast (June 1 – 30, 2017) model-data rmsd for Sea Surface Height (computed with respect to AVISO: top left panel) and for Sea Surface Temperature 
(computed with respect to OI-SST: top right panel). The rmsd is averaged over the model domain. The rmsd is computed for the optimized state estimate (SE: red), 
model persistence (PER: blue), reference model simulation (REF, first-guess from iteration 1: black), HYCOM/NCODA daily global analysis (HYCOM: golden), and 
AVISO SSH climatology (magenta). The SSH rmsd values are in m, and SST values are in oC. The rmsd comparison of SE and REF with Argo temperature (bottom left 
panel) and salinity (bottom right panel) data, for the hindcast: June 1 – 30, 2017 period. The rmsd values for temperature and salinity are in oC and psu, respectively. 
(For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) 
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terms as that for the REF. The list of abbreviations used in various model 
hindcasts and forecasts with their respective initial conditions, open- 
ocean boundary conditions, and atmospheric forcings is provided in 
Table 3. 

4. Comparison of hindcast and forecast with observations 

The performance of MITgcm-BoB state estimates are analyzed by 
comparing the model hindcasts and forecasts with daily gridded AVISO 
SSH, daily gridded OI-SST, and Argo temperature and salinity profiles. 
The Argo temperature and salinity observations are not assimilated, and 
are used for independent data comparison with the model hindcasts and 
forecasts. 

4.1. Hindcast comparison 

The SSH snapshots from the first-guess (REF), optimized solution 
(SE), AVISO, and HYCOM/NCODA solutions for day-1, day-15, and day- 
30 of the June 1 –30, 2017 state estimation experiment are compared in 
Fig. 4. The SE SSH for day-1 shows a closer comparison with HYCOM/ 

NCODA than AVISO. The REF SSH is also very much like that from 
HYCOM/NCODA due to its initialization. Although the large-scale SSH 
features of SE are similar to REF for day1, there are small-scale differ-
ences, mainly in the eastern and northern bay due to adjustments to the 
model controls. As time progresses to day-15, SE SSH matches better 
with AVISO than REF, especially the cyclonic/anticyclonic features in 
the northern bay and the cyclonic features southeast of Sri Lanka. At the 
end of the hindcast period (day-30), the SE SSH shows a better com-
parison with AVISO than REF or HYCOM/NCODA, particularity with 
respect to the location and intensity of cyclonic/anticyclonic features in 
the northern bay and southeast of Sri Lanka. The HYCOM/NCODA SSH 
shows small-scale features, whereas SE, REF and AVISO show smoother 
SSH fields. This is probably due to the daily assimilation update cycle of 
the HYCOM/NCODA solution, which allows more structure. The REF 
and SE are free model solutions forced using first-guess and adjusted 
controls, respectively, and show smooth fields, which are dynamically- 
consistent over the one-month hindcast period. The smooth AVISO 
SSH fields is due to the space-time covariance used in the mapping (Le 
Traon et al., 1998; Ducet et al., 2000). 

The SST fields from SE, REF, OI-SST, and HYCOM/NCODA are 

Fig. 7. Forecast: Sea Surface Height snap shots for the day-1 (top panels), day-15 (middle panels), and day-30 (bottom panels) of the forecast period for F–HY (first 
column), F–SE (second column), AVISO (third column) and HYCOM/NCODA (last column). SSH values are in m. The F–HY is forecast initialized from HYCOM/ 
NCODA solutions using MITgcm-BoB. All the forecasts used JRA-55 atmosphere reanalysis and HYCOM/NCODA ocean analysis forcings, and annual climatological 
run-off fluxes. 
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compared for day-1, day-15, and day-30 for the hindcast period in Fig. 5. 
For day-1, SE SST shows most of the features of OI-SST, especially the 
warmer temperatures off the Indian coast, but fails to reproduce the 
cooler temperatures south of Sri Lanka. The REF SST shows a close 
comparison to HYCOM/NCODA for day-1 as expected. The SE SST re-
produces most of the features shown by OI-SST for day15. The REF SST 
also shows a reasonable comparison to OI-SST for day-15, except 
showing more cooler temperatures in the center of the bay than OI-SST. 
The HYCOM/NCODA SST field is cooler (warmer) in the northern 
(southeastern) bay compared to other SST fields. At the end of the 
hindcast period, SE SST reproduces most of the OI-SST features than 
REF, but shows slightly warmer (cooler) temperatures in the northern 
(southeastern) bay than OI-SST. The HYCOM/NCODA SST shows cooler 
temperatures in the northwestern bay than SE, REF, and OI-SST fields, 
and shows more small-scale features than other SST fields. 

The model-data root-mean-squared-difference (rmsd) for SE, REF, 
and PER SSH are computed daily with respect to AVISO SSH, and 
averaged over the whole model domain (Fig. 6a). HYCOM/NCODA daily 
global analysis SSH is also compared with AVISO to provide another 
benchmark for the rmsd comparison. The SE shows a decrease in SSH 

rmsd from 4.5 cm to 3 cm over the hindcast period, and shows the lowest 
rmsd among the solutions. REF closely matches HYCOM/NCODA 
throughout the hindcast period with an average rmsd of ~ 4.8 cm. REF is 
simulated without any spin-up time, so there is some adjustment during 
the first day, but it still agrees with the HYCOM/NCODA SSH analysis. 
This result is important as it demonstrates the compatibility of the 
MITgcm-BoB model with the HYCOM/NCODA solutions and shows that 
the physics of the two models are very comparable. It also means that 
HYCOM/NCODA provides a good initialization (REF) with low SSH rmsd 
for the state estimation. The model persistence (PER), calculated by 
keeping the SE initial state constant over the hindcast period, shows an 
increase in rmsd from 4.5 cm to almost double, about 9 cm. The AVISO 
climatology (C–AVISO), which is monthly AVISO SSH climatology for 
the BoB without removing the seasonality, are also compared with 
AVISO SSH daily analysis for the hindcast period. The C–AVISO shows a 
decrease in rmsd from 8.5 cm to 6 cm during the hindcast period. This 
C–AVISO rmsd gives an estimate of SSH rmsd for the BoB in the absence 
of any model estimates and uses climatology as a prediction. The 
increasing PER SSH rmsd gives an estimate of the limited model 
persistence timescales of the BoB SSH evolution. The PER SSH rmsd 

Fig. 8. Forecast: Sea Surface Temperature snap shots for the day-1 (top panels), day-15 (middle panels), and day-30 (bottom panels) of the forecast period for F–HY 
(first column), F–SE (second column), OI-SST (third column) and HYCOM/NCODA (last column). SST values are in oC. The F–HY is forecast initialized from HYCOM/ 
NCODA solutions using MITgcm-BoB. All the forecasts used JRA-55 atmosphere reanalysis and HYCOM/NCODA ocean analysis forcings, and annual climatological 
run-off fluxes. 
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exceeds that of C–AVISO at about two-weeks from the start of the 
hindcast period, suggesting a SSH persistence timescale of two weeks. 
We also computed SSH persistence skill from daily gridded AVISO 
analysis for the BoB region. The AVISO SSH persistence skill: defined as 
1 - (

P
(SSH(0)� SSH(lag in weeks))2/

P
SSH2

(0)), also drops quickly to about 
0.7 within a lag time of two weeks (not shown). The climatology and 
persistence comparison discussed above are considered as the most 
widely used standards of reference (base line on which skill is measured) 
in the field of ocean/atmosphere hindcast and forecast verification 
(Murphy, 1992). 

The model-data rmsd for SE, REF, and PER SST are computed daily 
with respect to OI-SST, and averaged over the whole model domain 
(Fig. 6b), as with SSH. HYCOM/NCODA SST are also compared with OI- 
SST for the hindcast period. Similar to SE SSH rmsd comparison (Fig. 6a), 
the SE SST rmsd shows a decrease from 0.4 �C to 0.2 �C over the hindcast 
period, and shows the lowest rmsd of all the estimates. The PER SST 
shows an increase in rmsd from 0.4 �C to 0.9 �C, whereas HYCOM/ 
NCODA SST shows an average rmsd of 0.65 �C over the hindcast period. 
The REF SST rmsd starts at a higher value, same as HYCOM/NCODA of ~ 
0.65 �C and decreases within a week to 0.4 �C and stays more or less 
constant over the rest of the hindcast period. Again, this REF solution 
without any model spin-up demonstrates the MITgcm-BoB compatibility 

with HYCOM/NCODA initialization. 
The SE and REF are compared with non-assimilated Argo data, and 

model-data rmsd are computed at the space-time locations of the ob-
servations and are shown as functions of depth in Fig. 6c,d for temper-
ature and salinity, respectively. During the hindcast period, there are 
about 750 Argo profiles in the BoB, and the rmsd is averaged over all 
profiles regardless of location. SE shows a slight improvement over REF 
in the surface layers (0 – 10 m) for both temperature and salinity. SE also 
shows more improvement for temperature than salinity in the depths 
between 50 and 200 m, with maximum improvement at 90 m. The 
assimilation of SST data likely contributes to this temperature 
improvement over salinity. Even though, the model-data rmsd is 
computed over fewer profiles, which are sparsely located in the BoB, the 
improvements in SE over REF show that assimilation of satellite-derived 
SSH and SST not only improves the sea surface state, but also the three- 
dimensional ocean state. 

4.2. Forecast comparison 

The SSH forecasts from F–SE and F–HY are compared with AVISO 
and HYCOM/NCODA daily global analysis for the day-1, day-15, and 
day-30 of the July 1 – 30, 2017 forecast period in Fig. 7. It should be 
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Fig. 9. Forecast (July 1 – 30, 2017) model-data rmsd for Sea Surface Height (computed with respect to AVISO: top left panel) and for Sea Surface Temperature 
(computed with respect to OI-SST: top right panel). The rmsd is averaged over the model domain. The rmsd is computed for the forecast initialized from SE (F–SE: 
red), model persistence forecast (F–PER: blue), forecast initialized from REF (F–REF: black), HYCOM/NCODA daily global analysis (HYCOM: golden), and AVISO SSH 
climatology (magenta). The green curve represents F–HY (forecast initialized from HYCOM/NCODA solutions using MITgcm-BoB). The dashed curves mark model 
forecasts using monthly climatology of JRA-55 atmosphere reanalysis and HYCOM/NCODA ocean analysis forcings (F–SE–C, F–REF–C, F–HY–C). The SSH rmsd 
values are in m, and SST values are in oC. The rmsd comparison of F–SE and F–REF with Argo temperature (bottom left panel) and salinity (bottom right panel) data, 
for the forecast: July 1 – 30, 2017 period. The rmsd values for temperature and salinity are in oC and psu, respectively. (For interpretation of the references to colour 
in this figure legend, the reader is referred to the Web version of this article.) 
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noted that, in this forecast comparison F–HY and F–SE are model solu-
tions without new data assimilation and use realistic forcings, whereas 
AVISO and HYCOM/NCODA are daily global analyses of the observa-
tions. For the first day of the forecast, F–SE SSH shows a close similarity 
to AVISO, whereas F–HY compares well with HYCOM/NCODA as ex-
pected due to its initialization. The F–SE for day-15 is able to reproduce 

most of the cyclonic/anticyclonic circulation features in the northern 
bay and also the cyclonic circulation feature southeast of Sri Lanka in the 
AVISO analysis. This results in a better comparison of F–SE with AVISO 
than either HYCOM/NCODA or F–HY for the day-15 forecast. Although 
F–SE shows a better agreement with AVISO than F–HY at the end of the 
forecast, HYCOM/NCODA shows better agreement with AVISO than 
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Fig. 10. Hindcast model-data rmsd for Sea Surface Height and Sea Surface Temperature computed with respect to AVISO (left column) and OI-SST (right column), 
respectively for different state estimations experiments. Top panels are for hindcast period: January 1 – 31, 2016, middle panels are for hindcast period: June 1 – 30, 
2016, and bottom panels are for hindcast period: January 1 – 31, 2017. The rmsd is averaged over the model domain. The description of the curves are the same as 
Fig. 6. The SSH rmsd values are in m and the SST rmsd values are in oC. 
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either F–SE or F–HY, especially in the eastern bay. This result is expected 
because HYCOM/NCODA synthesizes the observations. Similar to the 
SSH hindcast comparison (Fig. 4), HYCOM/NCODA SSH fields are less 
smooth compared to F–SE, F–HY, and AVISO. 

The SST forecasts from F–SE and F–HY are compared with OI-SST 
and HYCOM/NCODA daily global analysis for the day-1, day-15, and 

day-30 of the July 1 – 30, 2017 forecast period in Fig. 8. For day-1, F–SE 
shows a reasonable comparison with OI-SST than either F–HY or 
HYCOM/NCODA, especially the temperatures in the center and south-
eastern bay, but shows slightly warmer temperatures in the northern and 
western bay compared to OI-SST. F–HY and HYCOM/NCODA shows 
similar SST fields for day-1, and are warmer (cooler) than OI-SST in the 
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Fig. 11. Forecast model-data rmsd for Sea Surface Height and Sea Surface Temperature computed with respect to AVISO (left column) and OI-SST (right column), 
respectively for different state estimations experiments. Top panels are for forecast period: February 1 – March 1, 2016, middle panels are for forecast period: July 1 – 
30, 2016, and bottom panels are for forecast period: February 1 – March 2, 2017. The rmsd is averaged over the model domain. The description of the curves are the 
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rmsd values are in m and the SST rmsd values are in oC. 
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southeastern (northwestern) bay. At the middle of the forecast period 
(day-15), F–HY shows a better comparison with OI-SST than F–SE, while 
F–SE shows a long-term warmer temperature in the western bay than OI- 
SST. Although HYCOM/NCODA SST for day-15 compares well with OI- 
SST in the southeastern bay, it shows generally cooler temperatures in 
the northern bay compared to OI-SST, and the fields are less smooth 
compared to other SST fields. F–HY inherits cooler temperature in the 
northwestern bay (around 17� 19o N and 83� 90o E) from its HYCOM/ 
NCODA initialization, and the simulated SST using realistic forcings 
results in a closer comparison with OI-SST than F–SE for day-15 and day- 
30. While HYCOM/NCODA assimilates real-time observations during 
the forecast period with a daily assimilation update cycle and shows 
cooler temperatures in the center and eastern bay than OI-SST. Although 
F–HY starts with a poor comparison to OI-SST, especially with respect to 
warmer (cooler) temperatures in the southeastern (northwestern) bay, 
the model integration using realistic forcings results in a closer com-
parison with OI-SST than other solutions for the rest of the forecast 
period. 

The model-data rmsd for SSH forecasts (F–SE, F–REF, F–HY, F–SE–C, 
F–REF–C, F–HY–C, and F–PER: keeping the F–SE initial state fixed over 
the forecast period) are computed with respect to AVISO SSH (Fig. 9a). 
Again, HYCOM/NCODA daily global analysis SSH and C– AVISO are 
compared with AVISO for the forecast period. F–SE shows improved 
forecast with lower rmsd (average rmsd of 4.5 cm) than data-assimilated 
HYCOM/NCODA solutions for the first week of the forecast period, and 
stays close to HYCOM/NCODA for the rest of the forecast period. F–SE 
also shows improved forecast with lower rmsd compared to F–REF, 
F–HY, and F–PER, throughout the forecast period. F–SE–C, F–REF–C, 
F–HY–C SSH rmsd follows similar trend to that of the F–SE, F–REF, F–HY, 
and shows slightly higher rmsd toward the end of the forecast period. An 
average rmsd of 6 cm is shown by C–AVISO throughout the forecast 
period. 

The model-data SST rmsd of model forecasts (F–SE, F–REF, F–HY, F- 
PER, F–SE–C, F–REF–C, F–HY–C) are computed with respect to OI-SST 
(Fig. 9b). HYCOM/NCODA daily global analysis SST are also 
compared with OI-SST for the forecast period. HYCOM/NCODA shows 
an average rmsd of about 0.55◦C, while F–SE shows an average rmsd of 
about 0.4 �C, with a peak during the third week of the forecast. F–HY 
starts off with a higher rmsd of about 0.6 �C, which gradually decreases 
over the first week of the forecast period and shows the lowest rmsd of 
about 0.3 �C of all solutions for the rest of the forecast period. F–REF 
rmsd is higher than F–SE throughout the forecast period, but lower than 
HYCOM/NCODA for most of the times, except during the third week of 
the forecast. 

F–SE–C, F–REF–C, F–HY–C SST rmsd follows a similar trend to that of 
F–SE, F–REF, F–HY, but shows larger differences toward the end of the 
forecast. The differences between the (F–SE, F–REF, F–HY) and (F–SE–C, 
F–REF–C, F–HY–C) is larger for SST rmsd when compared to SSH. This is 
expected due to the dominance of the atmospheric forcing on the SST 
evolution. Also, a reanalysis atmospheric forcing is expected to simulate 
a better SST state than using its monthly climatology. The OI-SST 
showed a cold front in the northwestern bay during the third week 
(July 15 – 20, 2017) of the forecast (not shown). SST rmsd peaks during 
the third week of the forecasts of F–SE, F–SE–C, F–REF, F–REF–C, and 
F–PER, because they all failed to capture the cold OI-SST front, perhaps 
because their initial states did not have this cold temperature anomaly. 
F–HY captures the cold temperature anomaly from its HYCOM/NCODA 
initialization, and the model integration using realistic forcings pro-
duces better SST than other solutions in comparison with OI-SST, 
especially during the third week of the forecast. At the same time, 
F–HY–C results in a similar SST rmsd peak during the third week as in 
other forecasts, likely due to its monthly climatological forcings. These 
spatial gradients of SST, especially in the northwestern BoB, are 
important in generating deep atmospheric convection over the BoB, 
which are responsible for the accurate simulation of the low-pressure 
systems triggering Indian summer monsoon and MISO (Samanta et al., 

2018). 
The model forecasts are also compared with Argo temperature and 

salinity data (Fig. 9c,d). For the forecast comparison, there are about 
250 Argo profiles in the BoB, and F–SE shows reasonable improvement 
over F–HY in the surface layers (upper 50 m) for temperature. For 
salinity, F–SE shows improved forecasts compared to F–HY in the upper 
100 m. Overall, F–SE rmsd shows improvement over F–HY, when aver-
aged over fewer, sparsely located profiles in the BoB. The forecast per-
formance might vary with respect to individual profiles, but here we 
presented a domain-averaged rmsd metric for clarity. 

5. Summary and conclusions 

A regional ocean state estimate and forecast has been produced for 
the BoB region by implementing MITgcm-4DVAR assimilation system. 
The MITgcm-BoB state estimates can be used for analysis and prediction 
of the ocean state and to force coupled ocean-atmosphere modeling and 
prediction to study the regional air-sea interaction processes at multiple 
scales. This work is part of the large observational campaign of the 
ONR’s DRI: Monsoon Intra-Seasonal Oscillations in the tropical Indian 
Ocean and the Bay of Bengal (MISO-BoB) to study the coupled ocean- 
atmosphere processes in the BoB and the tropical Indian Ocean. 

As a first step, we set-up a regional ocean model for the BoB using the 
MITgcm, and produced nine-year (2009 – 2017) model solutions using 
realistic initial conditions, atmospheric forcings, and open-ocean 
boundary conditions. The solutions reproduced the large-scale features 
of mean sea surface circulation and variability for both SSH and SST in 
comparison with AVISO SSH and OI-SST analysis. An adjoint-based 
4DVAR assimilation system has been implemented for the BoB region, 
and produced a one-month ocean state estimate (June 1 – 30, 2017) and 
forecast (July 1 – 30, 2017) by assimilating satellite-derived along-track 
SSH, separated into time mean and anomalies, and gridded SST. 

The state estimates are evaluated by comparing to AVISO SSH, OI- 
SST, and Argo temperature and salinity observations and by fore-
casting the ocean state for a month from the end of the hindcast. The 
forecast is intended to cross-validate the state estimate against inde-
pendent future observations. Although AVISO analysis uses satellite 
along-track data, the state estimate fit along-track SSH separated into 
temporal mean and anomalies, and the comparison of estimates with 
AVISO absolute SSH can be considered as a somewhat independent 
validation of the estimate. Whereas comparison of estimates with 
assimilated OI-SST data implies a dependent validation of the estimate. 
Argo data are not assimilated and are used for independent validation of 
hindcasts and forecasts. 

SE SSH and SST are able to reproduce most of the surface circulation 
features as seen in AVISO SSH and OI-SST, and showed lowest rmsd 
when compared to REF, PER, and HYCOM/NCODA solutions. SE also 
showed significant improvement over PER, for both SSH and SST. SE 
showed greater improvement over REF for SST than for SSH. The cost 
descent of individual observations (Table 2) shows that SST cost is the 
dominant contribution to the total cost, and the state estimation reduces 
the SST cost by 67% and the total cost by 50%. Although REF is simu-
lated using HYCOM/NCODA initialization without any spin-up time, it 
provides a good estimate of the initial ocean state, comparable or even 
better than HYCOM/NCODA daily global analysis. Thus, the total cost 
reduction of 50% of SE with respect to the REF can be considered sig-
nificant. This is an important result that highlights the MITgcm-BoB 
model compatibility to HYCOM/NCODA solutions and validates the 
underlying model physics. HYCOM/NCODA SST shows larger differ-
ences from OI-SST (Figs. 5 and 8) with an average rmsd of about 0.55 �C 
over both the hindcast and forecast period (Figs. 6b and 9b). This results 
in larger departure of REF SST from the assimilated OI-SST and con-
tributes to higher SST cost. Contrarily, HYCOM/NCODA provides a 
better initialization for REF with respect to SSH, and the iterative opti-
mization further improves the REF solution for both SSH and SST. 

F–SE SSH showed significant improvement over HYCOM/NCODA 
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daily global analysis for the first week of the forecast period, and are 
comparable to HYCOM/NCODA for the rest of the forecast period. F–SE 
SSH also showed significant improvement over F–PER, F–REF, and 
F–HY. F–SE–C, F–REF–C, and F–HY–C SSH showed only a slight increase 
in rmsd when compared to F–SE, F–REF, and F–HY SSH rmsd, at least for 
this model set-up. F–SE SST showed considerable improvement over 
HYCOM/NCODA analysis, F–REF, and F–PER. Whereas F–HY SST starts 
off with high rmsd error, which decreases over the first week of the 
forecast period, and results in a better forecast (lowest rmsd) than other 
forecasts for the rest of the forecast period. This improved performance 
of F–HY is due to the presence of cold SST front in the northwestern bay 
from its HYCOM/NCODA initialization and through the reanalysis 
forcings. F–SE–C, F–REF– C, and F–HY–C SST show higher rmsd toward 
the end of the forecast period. SST is controlled primarily by atmo-
spheric forcing and upper-ocean mixed-layer processes. Due to the 
dominance of atmospheric forcing on the SST evolution, monthly 
climatological atmospheric fluxes and winds that deviate from the 
reanalysis forcings might result in larger rmsd with respect to OI-SST. 

Comparison of model hindcasts and forecasts with independent Argo 
temperature and salinity show improvements of three-dimensional 
ocean state, based on domain-averaged rmsd metric against fewer, 
sparsely located profiling floats in the BoB. SE show reasonable 
improvement in the surface layers for both temperature and salinity, and 
in the depths (50 – 200 m) for temperature. F–SE show considerable 
improvements for salinity in the depths (0 – 100 m), and for temperature 
in the depths (0 – 50 m), when averaged over the sampled locations. The 
hindcast/forecast cross-validation with Argo data demonstrates that the 
adjustments to three-dimensional temperature and salinity fields 
through assimilation of SSH and SST are in agreement with the 
observations. 

The MITgcm-BoB 4DVAR assimilation system are applied to three 
other periods to produce state estimates and forecasts of the BoB cir-
culation. The time periods of the three additional hindcast/forecast 
experiments are as follows: 1) hindcast: January 1 – 31, 2016, forecast: 
February 1 – March 1, 2016, 2) hindcast: June 1 – 30, 2016, forecast: 
July 1 – 30, 2016, and 3) hindcast: January 1 – 31, 2017, forecast: 
February 1 – March 2, 2017. All these experiments followed identical 
settings as that of the June 1 – 30, 2017 experiment, assimilated the 
same type of observations of satellite-derived SSH and SST over a period 
of one month and produced 30-day forecasts from the end of the hind-
cast period using JRA-55 atmosphere reanalysis and HYCOM/NCODA 
ocean analysis forcings. The results are analyzed following a similar 
procedure to that used in the June 1 – 30, 2017 experiment, and the 
hindcasts and forecasts are cross-validated against AVISO SSH and OI- 
SST data for SSH and SST, respectively. The model-data rmsd curves 
for hindcast (Fig. 10) and forecast (Fig. 11) show similar performance as 
that of the June 1 – 30, 2017 experiment, producing improved SSH and 
SST hindcasts and forecasts. This suggests that the MITgcm-BoB 4DVAR 
assimilation system is robust in producing skillful hindcasts and fore-
casts and can be effectively used for coupled ocean-atmosphere 
modeling and prediction studies in the BoB region. 

Overall, the MITgcm-BoB model and assimilation system produced 
useful hindcasts and forecasts for regional ocean analysis and prediction. 
The MITgcm-BoB 4DVAR system will be used to assimilate observations 
from global ocean observing system (such as satellite SSH and SST, 
Argo) and in situ observations from ASIRI and MISO-BoB observation 
campaigns in the future work. The optimized states will be used to force 
coupled ocean-atmosphere models, and high-resolution nested models 
targeting upper-ocean process studies and seasonal predictions. 
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